Abstract—A key challenge in designing distributed particle filters is to minimize the communication overhead without compromising tracking performance. In this paper we present two distributed particle filters that achieve robust performance with low communication overhead. The two filters construct a graph of the particles and exploit the graph Laplacian matrix in different manners to encode the particle log-likelihoods using a minimum number of coefficients. We validate their performance via simulations with very low communication overhead and provide a theoretical error bound for the presented filters.

I. INTRODUCTION

Particle filters are an effective solution for tracking targets with non-linear dynamic and/or measurement models. In a distributed setting, a network of sensors collect data and collaborate with each other to achieve improved tracking performance. Collaboration may involve dissemination of sensor measurements [1], [2], distributed computation of joint log-likelihoods [3]–[7], or propagation of posterior target distribution across sensors [8], and may require considerable communication overhead (e.g., ensuring the data reaches the furthest sensor, or reaching consensus on some network-wide statistics). Since the sensors are often battery-powered, a key objective is to design a distributed particle filter to reduce the communication overhead without incurring major degradation of the tracking performance.

A. Distributed particle filters

A variety of architectures have been proposed for distributed particle filters and non-linear tracking over networks; see [9] for a detailed survey. In this paper, we focus on consensus-based algorithms. Each sensor maintains a local particle-representation of the target distribution and exchanges messages with neighboring sensors in a communication network. The objective is for all nodes to compute the posterior target state distribution by incorporating data from all relevant sensors in the network. A naive and simple approach is to run one gossiping algorithm per particle to compute their joint log-likelihoods at the cost of prohibitively high communication overhead. One way to reduce the overhead is to focus communication resources on a subset of particles. The set membership constrained filter [10] uses min-consensus and max-consensus algorithms to determine a region of the target state space containing the particles with highest weights. This region is in turn used to construct an adapted proposal distribution so that fewer particles are required for actual tracking. A related approach, described in [11], proposes an auxiliary particle filter that uses selective gossip so only the particles with highest weights are communicated between sensors. Both methods improve over the naive approach, but they may still incur a high communication overhead if the likelihood distribution is not peaky and/or the number of particles is high.

A second approach is to approximate the posterior distribution as either a Gaussian distribution [3], [12] or as a mixture of Gaussians [13]. Sensors can first compute local approximations to their particle clouds, after accounting for their local observations. Then the sensors broadcast or reach consensus on the Gaussian parameters instead of individual particle weights. The local distributions can be fused via some fusion rule and the target state estimate is computed based on the global Gaussian (mixture) distribution. This approach may have poor performance if a Gaussian (mixture) is a poor fit for the true target distribution.

A third approach is the distributed computation of the joint log-likelihood of all particles. In the likelihood consensus method [4], the log-likelihood function is expressed through a linear transformation in terms of a known, pre-specified basis. The basis functions are assumed to be known to all sensors and they are sensor-independent. Each sensor computes local coefficients, encompassing all sensor-dependent data. The joint log-likelihood function can then be recovered by aggregating all coefficients across the network via gossiping. A trade-off between communication overhead and fidelity is controlled by truncating the basis expansion, with more terms, and hence coefficients, providing a more accurate approximation at the cost of higher communication overhead. This approach can achieve significant reduction in communication overhead when the approximation only requires a small number of coefficients (e.g., low-order polynomial functions). This approach has been further specialized to the particular setting where the sensors only observe bearings to the target, corrupted with additive Gaussian noise [7], [14].

B. Contribution

In this paper we present two novel approaches to distributed particle filtering. In contrast to prior approaches which expand the log-likelihood using a fixed basis (e.g., polynomial bases), we propose graph-based methods which adapt the basis functions to the current particle representation of the likelihood.

The first method we propose, called the graph Laplacian particle filter, fits a graph to the particles based on their position, and then expands the per-particle likelihoods (which
can be viewed as a signal over the graph) in terms of the Laplacian eigenbasis. Since most sensors induce smooth likelihood models (particles which are nearby in state space typically have similar likelihood values), truncating the representation to use just the first few Laplacian eigenvectors is expected to give a good approximation. After aggregating the coefficients over the network via gossip, each sensor can compute the joint log-likelihood by inverting the transformation in terms of the Laplacian eigenvectors. This approach gives a linear approximation since the expansion, to compute the coefficients, and the inversion, to recover the approximate joint log-likelihoods, are all linear operations.

To address the fact that computing an eigendecomposition may be computationally prohibitive or undesirable for low-power sensors, we introduce a second method, called the cluster particle filter. As the name suggests, sensors first partition the particles using a clustering algorithm, and they aggregate the log-likelihood of particles in the same cluster. Then the sensors gossip on these per-cluster coefficients. To recover per-particle log-likelihoods, each sensor interpolates by solving a convex optimization problem that takes the aggregate per-cluster coefficients as inputs. Since the solution to this interpolation problem is not linear in the inputs, the resulting scheme gives a non-linear approximation.

Preliminary results for the two proposed filters have been presented in [6] and [15]. In this paper, we present both filters in more detail, provide more comprehensive simulation results, and show that the proposed filters are able to yield robust tracking performance even with very low communication overhead. We also study a theoretical error propagation bound for the proposed filters to provide insights into their robustness. In addition, we propose a modification to the existing likelihood consensus method that improves its robustness when using few gossip iterations for distributed fusion.

### C. Paper organization

The rest of the paper is organized as follows. Section II describes the tracking problem and provides an overview of distributed particle filtering. Section III reviews the likelihood consensus approach in more detail. Sections IV and V describe the proposed distributed particle filters. We derive a theoretical error bound in Section VI. Simulation results are provided in Section VIII. Finally, Section IX concludes the paper.

## II. Problem formulation

A network of $S$ sensors collaboratively track a single moving target over time. The target state evolves over time following a discrete-time Markov model:

$$X(k+1) = f(X(k), \xi(k))$$

where $X(k) \in \mathcal{X}$ is the target state at time step $k$, $\mathcal{X}$ denotes the state space (e.g., a Euclidean vector space), $f$ is the dynamic model and $\xi(k)$ is the process noise inducing the transition density $p(X(k+1)|X(k))$.

At every time step $k$, each sensor $s$ takes a measurement:

$$z^s(k) = h^s(X(k), \eta(k))$$

where $h^s$ is the sensor-dependent measurement model and $\eta(k)$ is the measurement noise which induces the likelihood function $p(z^s(k)|X(k))$.

Let $Z(k) = (z^1(k), \ldots, z^S(k))$ denote the measurements from all sensors at time $k$, and let $Z(1:k) = (Z(1), \ldots, Z(k))$ denote all measurements from the first $k$ time steps. The objective is to estimate the posterior target distribution $p(X(k)|Z(1:k))$ given all measurements up to time step $k$.

If the distribution $p(X(k)|Z(1:k-1))$ at time $k-1$ is available, then $p(X(k)|Z(1:k))$ can be obtained recursively in two steps via Bayes’ rule. In the prediction step, we obtain a predicted density using the Chapman-Kolmogorov equation [16]:

$$p(X(k)|Z(1:k-1)) = \int p(X(k)|X(k-1))p(X(k-1)|Z(1:k-1))dX(k-1).$$

Then, in the update step when new measurements $Z(k)$ become available, the predicted density is updated as [16]:

$$p(X(k)|Z(1:k)) = \frac{p(Z(k)|X(k))p(X(k)|Z(1:k-1))}{p(Z(k)|Z(1:k-1))}.$$  \hfill (4)

### A. Centralized particle filter

Equations (3) and (4) form the basis of an optimal Bayesian solution, but in general they are computationally intractable to evaluate exactly. The particle filter [17] provides a feasible approximation by modeling the posterior distribution using a set of $N$ weighted particles $\{X_i(k), w_i(k)\}_{i=1}^N$, where $X_i(k) \in \mathcal{X}$ are points in the state space, and $w_i(k)$ are non-negative weights satisfying $\sum_{i=1}^N w_i(k) = 1$. Using the weighted particles, we approximate the posterior as

$$p(x|Z(1:k)) \approx \sum_{i=1}^N w_i(k) \delta_{X_i(k)}(x),$$

where $\delta_X(x)$ is the Dirac delta function (i.e., 1 if $x = X$, and 0 otherwise).

Let the weighted particles $\{X_i(k-1), w_i(k-1)\}_{i=1}^N$ represent the posterior distribution at time $k-1$. We first propagate the existing particles using a proposal distribution $q(X_i(k)|X_i(k-1), Z(1:k))$, and then compute the updated particle weights given new measurements $Z(k)$:

$$w_i(k) \propto w_i(k-1)p(Z(k)|X_i(k))p(X_i(k)|X_i(k-1))q(X_i(k)|X_i(k-1), Z(1:k)).$$

If the transition density $p(X_i(k)|X_i(k-1))$ is used as the proposal density, then the weight update simplifies to $w_i(k) \propto w_i(k-1)p(Z(k)|X_i(k))$.

Given the updated particle set $\{X_i(k), w_i(k)\}_{i=1}^N$, the minimum-mean-squared-error (MMSE) state estimate can be computed as

$$\hat{X}(k) = \sum_{i=1}^N w_i(k)X_i(k).$$
B. Distributed particle filters

Consider now a distributed implementation of the particle filter where each sensor maintains a local copy of weighted particles. Denote by \( \{X_i^s(k), w_i^s(k)\}_{i=1}^N \) the set of weighted particles at sensor \( s \). Assume that all sensors initialize their pseudo-random number generators using a common seed. The sensors are thus synchronized and generate the same sequence of random numbers at each time step. As a result, the sensors are thus synchronized and generate the same pseudo-random number generators using a common seed.

The sensors start with the same initial particles \( \{X_i^s(1), w_i^s(1)\}_{i=1}^N \). Assume that the particles remain synchronized across sensors at time \( k-1 \) (i.e., \( X_i^s(k-1) = X_j^s(k-1) = w_i^s(k-1) \), \( \forall i, s_1 \neq s_2 \)), each sensor then samples the same propagated particles from \( q(X_i(k) | X_i(k-1), Z(1:K)) \).

To maintain synchronization, all sensors need to agree on the posterior particle weights \( w_i(k), i = 1, \ldots, N \). Suppose that the transition density is used as the proposal density so that \( w_i(k) \propto w_i(k-1)p(Z(k) | X_i(k)) \). Since \( w_i(k-1) \) is identical at all sensors, computing \( w_i(k) \) amounts to computing the joint likelihood \( p(Z(k) | X_i(k)) \). Under the standard assumption that measurements at different sensors are conditionally independent, the joint log-likelihood factorizes:

\[
\log(p(Z(k) | X_i(k))) = \sum_{s=1}^S \log(p(z^s(k) | X_i(k))).
\]

III. Likelihood consensus

A naive implementation of the distributed particle filter is to run one gossip algorithm per particle, at the cost of prohibitively high communication overhead. The likelihood consensus particle filter (LCPF) [4] seeks to reduce the communication overhead by approximating the log-likelihood function as a linear combination of \( m \) basis functions. We review likelihood consensus in more detail in this section.

Since the key step in distributed particle filters is the computation or approximation of the joint log-likelihood (5), and this is repeated at each time step, we omit the time step index \( k \) to simplify the notation for the remainder of the paper. In the experiments reported later in Sec. VIII, it should be understood that these operations are being performed in every tracking update step.

The LCPF is based on the approximation

\[
\log p(z^s | X_i) \approx \sum_{j=1}^m \alpha_j^s \cdot \beta_j(X_i).
\]

The basis functions \( \beta_j(X_i) \) depend only on the particles \( X_i \), and they are known to all sensors (i.e., the sensors are synchronized at the end of each step). The coefficients \( \alpha_j^s, j = 1, \ldots, m, \) are computed locally at sensor \( s \) and depend on the local measurement \( z^s \) available only at sensor \( s \).

Using this basis expansion, the joint log-likelihood (5) can be approximated as follows:

\[
\gamma(X_i) = \log p(Z | X_i) \\
\approx \sum_{s=1}^S \sum_{j=1}^m \alpha_j^s \cdot \beta_j(X_i) \\
= \sum_{j=1}^m \beta_j(X_i) \left( \sum_{s=1}^S \alpha_j^s \right).
\]

In other words, since the basis functions \( \beta_j(X_i) \) are known to all sensors and can be computed locally, it suffices to compute the \( m \) aggregate coefficients \( \sum_{s=1}^S \alpha_j^s, j = 1, \ldots, m \), to recover the joint log-likelihoods. When \( m \ll N \), the communication overhead can be reduced significantly.

Let \( \gamma^s(X_i) = \log(p(z^s | X_i)) \) denote the log-likelihood of particle \( X_i \) at sensor \( s \) and let \( \gamma_m^s(X_i) = \sum_{j=1}^m \beta_j(X_i) \alpha_j^s \) denote its approximate value. The local coefficients are chosen such that the sum of squared errors \( \sum_{i=1}^N \| \gamma^s(X_i) - \gamma_m^s(X_i) \|^2 \) is minimized. More specifically, define matrix \( \Psi \in \mathbb{R}^{N \times m} \) such that \( \Psi(i,j) = \beta_j(X_i) \) and column vector \( \gamma^s = [\gamma(X_1), \ldots, \gamma(X_N)]^T \) where superscript \( T \) denotes the.
transposed. Then the coefficients \( \alpha^s = [\alpha_1^s, \ldots, \alpha_m^s]^T \) can be computed as follows:

\[
\alpha^s = (\Psi^T \Psi)^{-1} \Psi^T \gamma^s.
\] (7)

The approximate global log-likelihoods can be recovered from the aggregate coefficients as follows:

\[
\gamma_m = \Psi \left( \sum_{s=1}^{S} \alpha^s \right).
\] (8)

We note that likelihood consensus is a non-adaptive, linear approximation since the expansion to compute the coefficients and the inversion to compute global log-likelihoods are all linear operations, and these coefficients are independent of the current particle cloud.

The original work on likelihood consensus [4] proposed to use low-order polynomials as the basis functions. Let \( R_p \geq 0 \) be the max polynomial degree. Without loss of generality, let \( X = [x_1, \ldots, x_d] \); i.e., the target state vector is \( d \)-dimensional. Then the approximate log-likelihood is computed as follows:

\[
\gamma^s(X) \approx \sum_{r_1=0}^{R_1} \ldots \sum_{r_d=0}^{R_d} \alpha_{r_1,\ldots,r_d}^s x_1^{r_1} x_2^{r_2} \ldots x_d^{r_d}. \] (9)

The total number of basis functions is \( m = (R_p + 1)^d \) and each basis function has the form \( \prod_{i=1}^{d} x_i^{r_i} \) with associated coefficient \( \alpha_{r_1,\ldots,r_d}^s \).

The constraint sufficient statistics particle filter (CSSpf) [5], which we include in the simulation comparison study in Sec. VIII, is a variant of the likelihood consensus filter and is specifically tailored for tracking a target in a two-dimensional state space using only bearing measurements corrupted with additive white Gaussian noise. This filter also applies a linear transformation to compress the log-likelihoods using a basis specifically tailored to this problem setting. Unlike the likelihood consensus filter with a polynomial basis, the number of basis functions is fixed at six regardless of the number of particles.

IV. THE GRAPH LAPLACIAN PARTICLE FILTER

This section introduces a graph-based compression scheme which aims to reduce the communication overhead by exploiting similarity of log-likelihood values at nearby particles. The scheme can be viewed as a form of likelihood consensus [4] using a basis that adapts over time along with the particle cloud. In the experiments reported later in the paper, it should be understood that these operations are being performed in every tracking update step.

At a high level, the graph Laplacian particle filter (LAPf) follows these steps:

1) Each sensor computes local particle log-likelihoods.
2a) Each sensor constructs a graph over the particles.
2b) Each sensor uses the eigenvectors of the resulting graph Laplacian to encode the log-likelihoods.
3) Gossip and max-consensus algorithms are used to compute the aggregate coefficients.
4) Each sensor recovers the joint particle log-likelihoods from the coefficients and the Eigenvectors.

Let us focus first on step 2. We consider each particle \( x_i \) as a vertex in a graph and construct a set of (possibly weighted) edges to connect these vertices. Let \( A \) denote the \( N \times N \) weighted adjacency matrix where \( A(i,j) = A(j,i) > 0 \) if \( x_i \) and \( x_j \) are connected and 0 otherwise. Let \( D \) denote the \( N \times N \) matrix where \( D(i,i) = \sum_{j=1}^{N} A(i,j) \) and \( D(i,j) = 0 \) if \( i \neq j \). Let \( L = D - A \) denote the Laplacian matrix of the particle graph. Since \( L \) is a real symmetric matrix, it has an eigendecomposition \( L = \Psi \Lambda \Psi^T \) where \( \Lambda \) is a diagonal matrix of eigenvalues with corresponding eigenvectors given by the columns of \( \Psi \). We assume that \( \Lambda \) is connected, by design; i.e., for any two particles \( x_s \) and \( x_t \), there is a sequence \( i_0, i_1, \ldots, i_l \) with \( i_0 = s \) and \( i_l = t \), such that \( A(i_{j-1}, i_j) > 0 \) for all \( j = 1, \ldots, l \). Consequently, the smallest eigenvalue of \( L \) is \( \lambda_1 = 0 \) and all other eigenvalues are strictly positive [24]. We assume that the eigenvalues are sorted in ascending order, so \( \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N \), and the \( i \)th column of \( \Psi \) is the eigenvector with corresponding eigenvalue \( \lambda_i \).

The Laplacian eigenvectors can be used as a Fourier-like basis [25] for signals supported on the graph. Using all \( N \) eigenvectors for the Fourier transform would be counter-productive since we achieve no reduction in communication overhead. Instead, we achieve compression by projecting onto only \( m << N \) eigenvectors. Since the particle log-likelihoods can be considered as a smooth signal over the graph (i.e., particles close to each other have similar log-likelihoods), most of their energy should be concentrated in the coefficients corresponding to “lower frequency” basis vectors. In other words, we should retain the \( m \) eigenvectors corresponding to the \( m \) smallest eigenvalues.

The log-likelihood vector \( \gamma^s = [\gamma^s(x_1), \ldots, \gamma^s(x_N)]^T \) can be encoded as follows:

\[
\alpha^s = \Psi_m^T \gamma^s
\] (10)

where \( \Psi_m \) is a matrix consisting of the \( m \) column eigenvectors corresponding to \( m \) smallest eigenvalues.

In the multi-sensor setting, \( m \) gossip algorithms are run in parallel to compute the coefficients \( \alpha_j^s = \sum_j \alpha_{j}^s \), \( j = 1, \ldots, m \). The number of coefficients \( m \) thus represents a trade-off between communication overhead and compression error (i.e., discrepancy between \( \gamma^s \) and \( \gamma_m^s \), the log-likelihoods reconstructed from \( m \) coefficients). In the limit case of \( m = N \), there is no compression error but no reduction in communication overhead either. This parameter can be fixed by users beforehand or set dynamically over time by individual sensors. In the latter case, each sensor selects a suitable value of \( m \) to ensure that the discrepancy \( \sum_{j=1}^{N} |\gamma^s(x_i) - \gamma_m^s(x_i)| \) (or other suitable distance metric) is sufficiently low. Then a max-consensus algorithm can be run to determine the maximum \( m \) among all sensors.

Finally, let \( \hat{\alpha} \approx \sum_s \alpha^s \) denote the vector of coefficients obtained after gossiping in Step 3. In Step 4, the vector of per-particle log-likelihoods can be recovered via the inverse transform:

\[
\gamma_m = \Psi_m \hat{\alpha} \approx \Psi_m \Psi_m^T \sum_s \gamma^s.
\] (11)

1 Alternatively, one can see this as gossiping on a vector of dimension \( m \).
We note that the eigenvalue decomposition imposes a heavy computational burden on the sensors. In general, it has computational complexity $O(N^3)$ [26], although it may be possible to use methods (such as Lanczos iterations [27] or preconditioned conjugate gradient [28]) which exploit the sparsity of $L$ to compute a small number eigenvectors more efficiently.

V. CLUSTER PARTICLE FILTER

A key challenge of the Laplacian particle filter is the high computational burden of the eigenvalue decomposition. The cluster particle filter (Clusterpf) described in this section exploits smoothness via the graph Laplacian without computing the eigenvalue decomposition of the Laplacian matrix.

At a high level, the Clusterpf follows steps similar to the graph Laplacian particle filter:

1) Each sensor computes local particle log-likelihoods;
2a) Each sensor groups the particles into $K$ clusters;
2b) Each sensor computes the cluster log-likelihood;
3) Gossip and max-consensus algorithms are used to compute the joint cluster log-likelihoods;
4) Each sensor interpolates the joint particle log-likelihoods from the joint cluster log-likelihoods.

Consider Step 2. We apply $K$-means clustering to group the particles into $K$ clusters based on their proximity to each other. Other methods such as spectral clustering [29] may also be considered. Let $C$ denote the $K \times N$ cluster assignment matrix where $C(i,j) = 1$ if particle $j$ belongs to cluster $i$. By assumption, the particle values $X^*_k$ at all sensors are synchronized at the end of each iteration, and sensors have synchronized seeds for their random number generators. Hence the resulting cluster matrix $C$ may be taken to be identical at all sensors too.

Rather than projecting $\gamma$ onto Laplacian eigenvectors, for compression we aggregate the log-likelihood values of all particles in the same cluster and then gossip on one coefficient per cluster. The log-likelihood of the $i$th cluster, $C^*_i$, is equal to the sum of the log-likelihoods of its constituent particles. We can thus relate the cluster log-likelihoods to the particle log-likelihoods via

$$\gamma_c = C\gamma,$$  \hspace{1cm} (12)

where $\gamma_c \in \mathbb{R}^K$ is the compressed coefficient vector. Rather than gossiping on the $N \times 1$ vector $\gamma^*$, each sensor only needs to gossip on the $K \times 1$ vector $\gamma^*_c = C\gamma^*$. When $K \ll N$, significant reduction in communication overhead can be achieved. Let $\hat{\gamma}_c \approx \sum_s \gamma^*_s$ denote the result of running gossip and max-consensus on the per-sensor coefficient vectors $\gamma^*_s$ in Step 3.

In Step 4, given $\hat{\gamma}_c$, we need to recover the individual particle joint log-likelihoods. A naive solution is to simply assign equal weight to all particles in a cluster, but this leads to poor results since the resulting log-likelihoods exhibit sharp changes at cluster boundaries. Instead, we exploit the graph Laplacian to ensure that the log-likelihood values remain smooth over the state space. We again construct a graph over the particles, compute the Laplacian matrix $L$, and then solve the following convex quadratic programming problem:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \gamma^T L \gamma \\
\text{subject to} & \quad C \gamma = \hat{\gamma}_c.
\end{align*} \hspace{1cm} (13)$$

In other words, we find particle log-likelihood values that are smooth with respect to particle proximity, where we use the Laplacian quadratic form as our measure of smoothness, while ensuring that the aggregate values are consistent with the cluster values computed over the network. Since the matrix $L$ is positive semi-definite, the problem is convex and can be solved using well-known methods [30].

A. Solution Uniqueness

Although the quadratic program defined in (13) is convex, one may still wonder if it has a unique solution since the graph Laplacian $L$ is positive semi-definite. Next we show that it indeed has a unique solution.

The Lagrangian function for the constrained problem (13) is

$$L(\gamma, \nu) = (1/2)\gamma^T L \gamma + \nu^T (C \gamma - \hat{\gamma}_c),$$

where $\nu \in \mathbb{R}^K$ is a vector of Lagrange multipliers. The KKT conditions for this problem state that if $\gamma^*$ is a solution to (13) then $\gamma^*$ is feasible, so $C\gamma^* = \hat{\gamma}_c$, and there exists a Lagrange multiplier vector $\nu^*$ such that [31]

$$\nabla_\gamma L(\gamma^*, \nu^*) = L\gamma^* + C^T \nu^* = 0.$$ 

These conditions can be expressed simultaneously as the system of linear equations

$$\begin{bmatrix} L & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \nu^* \\ \gamma^* \end{bmatrix} = \begin{bmatrix} 0 \\ \hat{\gamma}_c \end{bmatrix}. \hspace{1cm} (14)$$

To show that (13) has a unique solution, we will show that the matrix on the left of (14) is non-singular.

First, recall that the constructed graph over the particles is connected, by design. Let $1_N$ denote an $N$-dimensional vector with all entries equal to 1. For a connected graph, it is well known that the null space of its Laplacian matrix $L$ is spanned by the constant vector $1_N$; i.e., $L1_N = 0$ if and only if $\gamma = \alpha 1_N$ for some scalar $\alpha$. Thus, 0 is an eigenvalue of $L$ with corresponding (normalized) eigenvector $(1/\sqrt{N})1_N$. Moreover, all other eigenvalues of $L$ are strictly positive.

Recall, also, that each row of $C$ is an indicator vector for one cluster, and the clusters partition the particles by design. Hence, the rows of $C$ are linearly independent, and $C^T 1_K = 1_N$. Let $Z \in \mathbb{R}^{N \times (N-K)}$ be a matrix whose columns span the null space of $C$; i.e., $CZ = 0$, and if $C\gamma = 0$ then $\gamma = Z\beta$ for some vector $\beta \in \mathbb{R}^{N-K}$. Since $1_N^T = 1_K^T C$, it follows that $1_N^T Z = 0$; i.e., the constant vectors are not in the null space of $C$. Therefore $Z^T L Z$ is positive definite.

Now, let $\gamma$ and $\nu$ be vectors for which

$$\begin{bmatrix} L & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \gamma \\ \nu \end{bmatrix} = \begin{bmatrix} 0 \\ \hat{\gamma}_c \end{bmatrix}. \hspace{1cm} (15)$$

Then $C\gamma = 0$. Consequently, from

$$\begin{bmatrix} \nu \\ \gamma^T L \begin{bmatrix} C^T \\ 0 \end{bmatrix} \end{bmatrix} = \begin{bmatrix} 0 \\ \hat{\gamma}_c \end{bmatrix}.$$
it follows that \( \gamma^T L \gamma = 0 \). Since \( C \gamma = 0 \), there exists \( \beta \in \mathbb{R}^{N-K} \) such that \( \gamma = Z \beta \), and therefore \( \beta^T Z^T L Z \beta = 0 \). However, since \( Z^T L Z \) is positive definite, it must be that \( \beta = 0 \), and so \( \gamma = 0 \). From (15), then, it must be that \( C^T \nu = 0 \), and this can only be true if \( \nu = 0 \) since \( C \) has full row rank. Therefore, since (15) holds only if \( \gamma = 0 \) and \( \nu = 0 \), we have shown that the matrix on the left-hand side of (14) is non-singular, and hence (13) has a unique solution.

B. Computational considerations

The KKT conditions (14) suggest that one way to find a solution to (13) is by directly solving this \((N+K)\times(N+K)\) linear system. Direct matrix inversion has a computational complexity of \(O((N+K)^2)\) in general. However, since the coefficient matrix in this system is very sparse (recall that \( L \) is the Laplacian matrix of a graph, and \( C \) has exactly \( N \) non-zeros), the system can be solved (approximately, or exactly) more efficiently using an iterative indirect method such as preconditioned conjugate gradient [31].

C. Connection to graph Laplacian compression

We now make a connection to the graph Laplacian particle filter from Sec. IV to further motivate the use of the Cluster particle filter method. Recall that in the graph Laplacian particle filter, we compute coefficients \( \alpha^s = \Psi_m^s \gamma^s \) at each sensor, where \( \Psi_m \) is the matrix formed from the first \( m \) Laplacian eigenvectors. After summing over sensors, we have \( \hat{\alpha} \approx \sum_s \alpha^s = \Psi_m^T \gamma^s \).

Now, consider the quadratic program,

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \gamma^T L \gamma \\
\text{subject to} & \quad \hat{\Psi}_m^T \gamma = \hat{\alpha}.
\end{align*}
\]

It is straightforward to show that the minimizer is given by \( \hat{\gamma} = \hat{\Psi}_m \hat{\alpha} \), which is the same linear recovery method used in graph Laplacian particle filtering. From this perspective, we can view the cluster particle filter as substituting the clustering matrix \( C \) in place of the first \( m \) Laplacian eigenvectors. While this substitution is motivated from a computational perspective (clustering the particles can be significantly faster than computing the Laplacian eigenvectors when \( N \) is large), we may expect the two approaches to provide similar performance when \( C \) and \( \Psi_m \) provide similar information, and indeed well-known connections between Laplacian eigenvectors and spectral clustering algorithms [29] suggest that this should be the case.

VI. Error Analysis

Using a weighted particle cloud to approximate the posterior introduces error in Bayesian filtering relative to the optimal, but intractable, update equations (3) and (4). Using gossip algorithms and other approximations, such as projecting onto the subspace spanned by a few Laplacian eigenvectors, or cluster-based compression, introduces additional errors. It is natural to ask whether these errors may accumulate over time.

For gossip-based distributed particle filters, this question is studied in [23] and a general framework is developed, building on ideas set forth in [32], under which one can prove that the error between the (intractable) optimal centralized Bayesian filter and a gossip-based distributed implementation remains uniformly bounded over time.

In the theory of [23], the error specifically due to decentralization and gossip can be controlled by ensuring that the relative error in the log-likelihood of each particle remains strictly less than 1 at every time step. More specifically, let \( \tilde{\gamma}(X_i) \) denote the approximate joint particle log-likelihood for particle \( X_i \), and let \( \gamma(X_i) \) denote the exact value. Then a key condition in [23] is to ensure that

\[
\frac{||\tilde{\gamma}(X_i) - \gamma(X_i)||}{||\gamma(X_i)||} < 1
\]

at every time step. The other conditions are:

- The Markov chain associated with target state transition undergoes sufficient mixing within a finite number of time steps;
- The state estimate function \( F(X_i) \) can be suitably scaled and bounded such that \( \sup_{X_i} |F(X_i)| < 1 \); and
- The particle likelihood is bounded such that \( \exp(\gamma(X_i)) \leq 1 \) for all \( i = 1, \ldots, N \).

Note that fulfillment of the first two conditions is unrelated to the choice of the particle filter. The third condition can be easily satisfied with suitable normalization of log-likelihoods. Thus our discussion focuses only on bounding the relative error \( ||\tilde{\gamma}(X_i) - \gamma(X_i)|| / ||\gamma(X_i)|| \).

A. General bound for distributed particle filters

We will first derive an error bound for general gossip-based distributed particle filters. Then we will specialize this bound to the graph Laplacian particle filter.

Recall that the distributed filters presented in the previous sections all involve the same general steps:

1) Each sensor computes local particle log-likelihoods;
2) Each sensor encodes the local log-likelihoods into \( m \) coefficients;
3) Gossip and max-consensus algorithms are used to compute the \( m \) aggregate coefficients;
4) Approximate joint log-likelihoods are recovered from the aggregate coefficients.

Therefore, the discrepancy between true log-likelihoods \( \gamma(X_i) \) and the final approximate value \( \tilde{\gamma}(X_i) \) comes from two sources: the encoding error and the gossiping error. The first error is the discrepancy between true log-likelihoods and their reconstructions from \( m \) coefficients. The second error occurs when sensors do not obtain the true aggregate coefficient values after only a finite number of gossip iterations.

Consider the encoding error. Let \( \gamma_m(X_i) \) denote the approximate log-likelihood of particle \( X_i \) recovered using \( m \) coefficients; i.e., after exactly aggregating the per-sensor coefficients from Step 2, or equivalently, after running an infinite number of gossip iterations in Step 3. For a given approximation scheme (e.g., using Laplacian eigenvectors, clusters, or another non-adaptive approach), let \( \delta_m > 0 \) denote the smallest value for which

\[
||\gamma_m(X_i) - \gamma(X_i)|| \leq \delta_m||\gamma(X_i)||.
\]
is guaranteed to hold for all \( i = 1, \ldots, N \). The value of \( \delta_m \) depends on the specific approximation scheme and the number of coefficients \( m \) used, and we expect \( \delta_m \) to decrease as \( m \) increases. Note that Eq. (16) can be rewritten to yield
\[
(1 - \delta_m)|\gamma(X_i)| \leq |\gamma_m(X_i)| \leq (1 + \delta_m)|\gamma(X_i)|. \tag{17}
\]

Next, consider the gossiping error. Let \( \hat{\alpha} \) denote the coefficients obtained after gossiping and max-consensus iterations. This gives us the approximate log-likelihoods \( \hat{\gamma} \). Given \( \delta_{\text{gossip}} > 0 \), we can run a sufficient number of gossip iterations to ensure that the following bound holds for all coefficients [23]:
\[
\frac{|\gamma_m(X_i) - \hat{\gamma}(X_i)|}{|\gamma_m(X_i)|} \leq \delta_{\text{gossip}}. \tag{18}
\]

Putting everything together, we obtain
\[
\delta = \frac{|\hat{\gamma}(X_i) - \gamma(X_i)|}{|\gamma(X_i)|} = \frac{|\hat{\gamma}(X_i) - \gamma_m(X_i) + \gamma_m(X_i) - \gamma(X_i)|}{|\gamma(X_i)|} \leq \frac{|\hat{\gamma}(X_i) - \gamma_m(X_i) + \gamma_m(X_i) - \gamma(X_i)|}{|\gamma_m(X_i)|} + \frac{|\gamma_m(X_i) - \gamma(X_i)|}{|\gamma(X_i)|} \leq (1 + \delta_m) \frac{|\gamma_m(X_i) - \hat{\gamma}(X_i)|}{|\gamma_m(X_i)|} + \frac{|\gamma_m(X_i) - \gamma(X_i)|}{|\gamma(X_i)|} \leq (1 + \delta_m) \delta_{\text{gossip}} + \delta_m. \tag{19}
\]

From (19), we see that the upper bound of \( \delta \) exceeds \( 1 \) if either \( \delta_m \geq 1 \) or \( \delta_{\text{gossip}} \geq 1 \). We thus need to choose a suitable number of coefficients and sufficient gossip iterations to control both errors. The optimal combination of the parameters depends on the specific tracking problem set-up. We explore the tradeoff between these parameters experimentally in Sec. VIII by varying the number of Laplacian expansion coefficients or clusters (which affects \( \delta_m \)) and the number of gossip iterations (which affects \( \delta_{\text{gossip}} \)).

\[\text{B. Controlling gossiping error of filters using linear transform coding}\]

The general bound (19) applies to both the graph Laplacian particle filter and the cluster particle filter. The precise values of \( \delta_m \) and \( \delta_{\text{gossip}} \) may differ for the two filters since they use different encoding and decoding schemes.

In this section we focus specifically on bounding the gossiping error for methods that use linear transform coding; i.e., methods where the encoding used in Step 2 is a linear transformation of the per-particle log-likelihoods at each sensor, and the reconstruction in Step 4 is a linear transformation of the aggregate coefficients obtained by gossiping. The graph Laplacian particle filter is one such method; likelihood consensus with polynomial bases is another example. The bound derived below does not apply for the cluster particle filter because it uses a nonlinear recovery scheme.

Let \( \hat{\alpha}(l) \) be the coefficients obtained after \( l \) gossip iterations and max-consensus iterations, and let \( \alpha \) denote the true coefficient values. We seek to establish the following bound for all coefficients:
\[
\frac{|\hat{\alpha}(l) - \alpha_j|}{|\alpha_j|} \leq \tau, \quad 1 \leq j \leq m. \tag{20}
\]

Let \( W \) denote the \( S \times S \) averaging matrix used in the gossiping algorithm and let \( \rho_W \) denote its second largest eigenvalue in modulus. The bound in Eq. (20) holds if the minimum number of gossip iterations satisfies the following condition [33]
\[
l \geq \frac{1.5 \log(S) + \log(S^{-1})}{\log(1/\rho_W)}. \tag{21}
\]

Thus, depending on the properties of the sensor communication topology (as captured by \( \rho_W \)), and the required accuracy \( \tau \), we can calculate the worst-case number of gossip iterations to run. Since this bound ensures that (20) holds at all agents, and for all coefficients, taking the maximum over sensors (via max-consensus) to ensure that the sensors remain synchronized does not make this error any larger. Max consensus is guaranteed to converge in a finite number of iterations (typically on the order of the network diameter).

Now, suppose that the encoding step is based on a linear transformation, so \( \alpha^* = (\Psi^T \Psi)^{-1} \Psi^T \gamma^* \), where \( \Psi \) is a \( N \times m \) matrix, and let \( \hat{\alpha} \approx \sum_s \alpha^* \) denote the result of gossiping. The linear recovery scheme uses \( \hat{\gamma} = \hat{\Psi} \hat{\alpha} \). Similarly, let \( \gamma_m = \Psi \alpha \), where \( \alpha = \sum_s \alpha^* = (\Psi^T \Psi)^{-1} \Psi^T \gamma^* \), denote the result of encoding and decoding the aggregate log-likelihoods directly (with exact aggregation). Note that, for the graph Laplacian particle filter, the columns of \( \Psi \) are (normalized) eigenvectors, so \( \Psi^T \Psi = I \). We write the encoding operation in terms of the pseudo-inverse \( (\Psi^T \Psi)^{-1} \Psi^T \) instead of \( \Psi^T \) directly to also be consistent with likelihood consensus.

To derive an upper bound for the gossiping error, observe that
\[
\frac{|\hat{\gamma}(X_i) - \gamma_m(X_i)|}{|\gamma_m(X_i)|} \leq \frac{||\hat{\gamma} - \gamma_m||_{\infty}}{|\gamma_m(X_i)|} \leq ||\Psi(\hat{\alpha} - \alpha)||_{\infty} \leq ||\Psi||_{\infty} \frac{||\hat{\alpha} - \alpha||_{\infty}}{(1 - \delta_m) \min|\gamma(X_i)|} \leq \frac{\tau ||\Psi||_{\infty} ||\alpha||_{\infty}}{(1 - \delta_m) \min|\gamma(X_i)|} \tag{22}
\]

where the third line follows from the definition of the matrix \( \infty \)-norm and (16), and the last line follows from (20).

\[\text{C. Likelihood consensus / graph Laplacian comparison}\]

In the ideal case of \( \delta_m = 0 \) (i.e., perfect reconstruction of log-likelihoods from \( m \) coefficients), the denominator of the bound (22) is the same for all algorithms. Consider the numerator. Higher error \( \tau \) for aggregate coefficient increases the upper bound as we would expect. Different filters have different transformation matrices \( \Psi \) and corresponding coefficients \( \alpha \) which also impact the error bound. For the graph
Laplacian (LA) and likelihood consensus (LC) particle filters to achieve the same upper bound in Eq. (22), we should have

$$\frac{\tau_{LC}}{\tau_{LA}} = \frac{\|\Psi^L A\|_{\infty}}{\|\Psi^L C\|_{\infty}} \frac{\|\alpha^L A\|_{\infty}}{\|\alpha^L C\|_{\infty}}. \quad (23)$$

For the graph Laplacian particle filter, the matrix $\Psi^L A$ contains the $m$ orthonormal eigenvectors corresponding to the $m$ smallest eigenvalues of the graph Laplacian. Therefore, we have $|\Psi^L A(i,j)| \leq 1$ and $\|\Psi^L A\|_{\infty} \leq m$. In contrast, for likelihood consensus with polynomial basis functions (see (9)), $\Psi^L C(i,j) = \beta_j(X_i) = x_{i,1}^2 x_{i,2}^2 \ldots x_{i,d}^2$, where $x_{i,j}$ is the $j$th component of $X_i$ and the index $j$ is mapped to a vector $\{r_1, \ldots, r_d\} \subseteq \{0, \ldots, R_p\}_d$. Depending on the maximum polynomial degree $R_p$ and the individual particle $X_i$, we have $1 \leq \Psi^L C(i,j) \leq x_{i,1}^2 x_{i,2}^2 \ldots x_{i,d}^2$ and consequently $\|\Psi^L C\|_{\infty} \gg \|\Psi^L A\|_{\infty}$. Deriving a theoretical bound for $\|\alpha\|_{\infty}$ or $\|\Psi\|_{\infty}$ would require making much stronger assumptions about the system model, and is beyond the scope of this work. We will compare $\|\alpha^L C\|_{\infty}$ and $\|\alpha^L A\|_{\infty}$ empirically in Sec. VIII and see that $\|\Psi^L C\|_{\infty} \|\alpha^L C\|_{\infty} \gg \|\Psi^L A\|_{\infty} \|\alpha^L A\|_{\infty}$. This, combined with Eq. (23), suggests that likelihood consensus should require more gossip iterations to reduce $\tau$ accordingly in order to achieve the same gossiping error bound as the graph Laplacian particle filter.

VII. LIKELIHOOD CONSENSUS WITH GRAM-SCHMIDT

We validate the error bounds derived in the previous section via experiments reported in Sec. VIII. There we show that likelihood consensus does indeed require more gossip iterations to achieve similar tracking performance as the graph Laplacian particle filter.

In the previous section, we showed that the overall error of the distributed filter is upper-bounded by the expression in (19), which involves both the encoding error and the gossiping error. Furthermore, the upper bound of the gossiping error depends on $\|\Psi\|_{\infty} ||\alpha||_{\infty}$. In the experiments reported below, we observed that this quantity can be much larger for likelihood consensus than for the graph Laplacian approximation. Subsequent investigation suggested that this may be related to the matrix $\Psi$ used for polynomial bases in likelihood consensus. In general, $\Psi$ may have a high norm.

To reduce this error bound, we propose a modification to the likelihood consensus algorithm whereby each sensor runs the Gram-Schmidt procedure on $\Psi$ so that the resulting columns are all mutually orthogonal, have unit norm, and thus play a role similar to the Laplacian eigenvectors. Experimentally, in the next section, we observe that this modification reduces the gossiping error. Consequently running likelihood consensus with an orthonormal matrix obtained via Gram-Schmidt is expected to have better performance than standard likelihood consensus at low communication overhead, at the cost of additional computational overhead (to run the Gram-Schmidt procedure).

VIII. NUMERICAL STUDY

A. Experimental setup

In this section, we evaluate the performance of the graph Laplacian particle filter (LApf) and the cluster particle filter (Clusterpf). For comparison, we also evaluate the likelihood consensus particle filter (LCpf) [4], constraint sufficient statistics particle filter (CSSpf) [5], Gaussian approximation particle filter (GApf) [3] and include a centralized bootstrap particle filter (BSpf) as a baseline. We also run the likelihood consensus particle filter with Gram-Schmidt orthogonalization (LCpf-GS) described in Sec. VII.

We consider two different simulated tracks with different measurement models (see Fig. 1). In each scenario a network of sensors collaboratively track a moving target over 50 time steps.

The target state at time $k$ is modeled as $X(k) = [x(k), y(k), \dot{x}(k), \dot{y}(k)]$ where $x(k), y(k)$ are the target position and $\dot{x}(k), \dot{y}(k)$ are coordinate velocities. The state evolves according to

$$X(k+1) = F(X(k)) + \xi(k) \quad (24)$$

where $F(X(k))$ is the dynamic model and $\xi(k)$ is zero-mean Gaussian process noise. The simulated target randomly switches between two different motion models: constant velocity with probability $P_{cv} = 0.05$ and coordinated turn with probability $1 - P_{cv} = 0.95$.

For the constant velocity model, we have

$$F(X(k)) = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad (25)$$

For the coordinated turn model, we have

$$F(X(k)) = \begin{bmatrix} 1 & 0 & \sin(\Omega(k)) & -\frac{1-\cos(\Omega(k))}{\Omega(k)} \\ 0 & 1 & -\cos(\Omega(k)) & \frac{1-\cos(\Omega(k))}{\Omega(k)} \\ 0 & 0 & \cos(\Omega(k)) & -\sin(\Omega(k)) \end{bmatrix} \quad (26)$$

where $\Omega(k)$ is the turning rate

$$\Omega(k) = \frac{a}{\sqrt{x^2(k) + y^2(k)}} \quad (27)$$

with $a = 0.5$ being the maneuver acceleration parameter.

We assume that the sensor positions are fixed, and that sensor $s$ knows its own position, which is denoted by $[x^s, y^s]$.
In the first simulated track, all sensors receive noisy bearing measurements (in radians) from the target

\[
H_s(X(k)) = \arctan 2 \left( \frac{x_i(k) - x_s}{y_i(k) - y_s} \right) + \eta(k) \tag{28}
\]

where \(\eta(k)\) is the zero-mean Gaussian measurement noise. In the second track, the sensors receive noisy range measurements (in km)

\[
H_s(X(k)) = \sqrt{(x_i(k) - x_s)^2 + (y_i(k) - y_s)^2} + \eta(k). \tag{29}
\]

The process noise \(\xi(k)\) has covariance matrix \(Q\) [34] equal to:

\[
Q = \sigma_a^2 \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{bmatrix} \tag{30}
\]

where \(\sigma_a = 10^{-4}\), and the measurement noise \(\eta(k)\) has variance \(R = \sigma^2\) where, depending on the scenario, \(\sigma_\theta = 0.0873\) rad = 5 degree for bearing measurements, and \(\sigma_r = 5\) km for range measurements.

All particle filters use the same number, \(N\), of particles, which we will vary in the simulations. At time step 1, we generate an initial vector \(X_{\text{init}} \sim \mathcal{N}(X(1), R_\text{init})\) with \(R_\text{init} = \text{diag}(\{0.5^2, 0.5^2, 0.05^2, 0.05^2\})\). We then generate the initial particles \(X_i(1) \sim \mathcal{N}(X(1), R_{\text{particles}})\) with \(R_{\text{particles}} = \text{diag}(\{5^2, 5^2, 0.5^2, 0.5^2\})\). We adopt this two-step approach to give all filters an inaccurate initial state estimate.

For LCpf, we use the polynomial basis functions [4] with max polynomial degree \(R_p\), but we only include each particle’s position in the basis function since the likelihood function (bearing and range) does not depend on the particles’ velocity. In other words, we use all permutations of \(x_i^j, y_i^j\) with \(0 \leq i, j \leq R_p\) (i.e., For \(R_p = 2\), the basis functions are \(\beta_i(X) = x_i^j y_i^j = 1, ..., \beta_5(X) = x_i^2 y_i^2\)). For LApf, we retain \(m \leq N\) eigenvectors as the basis of Laplacian transformation. For Clusterpf, all particles are grouped into \(K\) clusters.

The random number generators are synchronized to ensure that the particles remain the same across sensors. Distributed summation is performed using the gossip algorithm [18]. At each time step, we perform \(NGossip\) gossip iterations. At each gossip iteration, each sensor \(i\) broadcasts its local values \(g_i\), receives broadcasts from its neighbors, and then updates its local values as a weighted aggregate:

\[
g_{i,\text{new}} = w_{i}(g_{i,\text{old}} + \sum_{j \in N_i} w_{ij} g_{j,\text{old}}) \tag{31}
\]

\[
w_{ij} = \begin{cases}
\frac{1}{1 + \max(|w_{ij}|)}, & j \in N_i \\
1 - \sum_{j \in N_i, j = i} w_{ij}, & i = j \\
0, & j \notin N_i
\end{cases} \tag{32}
\]

where \(N_i\) denotes the set of neighboring sensors of sensor \(i\) and Metropolis weight [21] is used for the update. Since only a finite number of gossip iterations are executed, it is not guaranteed that all sensors will obtain the same values. Therefore, a max-consensus algorithm is executed to ensure all sensors obtain the same values. Define an update matrix \(W\) where \(W(i,j) = w_{ij}\). Given initial values \(g_{\text{init}} = [g_1, ..., g_N]^T\), the final value is equivalent to \(g_{\text{final}} = \max(W NGossip g_{\text{init}})\).

In the remainder of the section, we run a number of Monte Carlo simulations to evaluate the performance of all filters. The track and the sensor positions remain the same in each trial; but the measurements differ. We evaluate the algorithms’ performances using the root mean squared error (RMSE) of position estimate. Note that CSSpf is not run for track 2 since it is designed for bearings-only tracking.

B. Centralized baseline, varying \(N\)

Fig. 2 shows the average RMSE of BSpf with respect to \(N\) to provide a baseline for the optimal tracking performance. The average RMSE decreases with increasing \(N\) as expected. The RMSE of track 2 is higher than that of track 1. This is to be expected since, in track 2, there are fewer sensors and the target is moving further away from the sensors over time. For track 1, the RMSE fluctuates over the entire duration of the track. For track 2, the RMSE fluctuates around 1.7 after time step 10 (when the target goes outside the sensor grid). For both tracks, we do not see a significant reduction in RMSE for \(N \geq 1000\). For the rest of the paper, unless otherwise stated, we choose \(N = 1000\) for all our simulations.

C. Graph construction

Both LApf and Clusterpf require constructing a graph over the particles. We compare three different approaches to constructing the particle similarity graph: \(K\)-nearest-neighbor (KNN) graphs, Delaunay triangulation (DT) graph [35] and proximity graph. In the first graph, each particle is connected to its \(K\) nearest neighbors. The second graph induces a triangulation on the particles such that no particle is inside the circumsphere of any triangle in the graph. In a proximity graph, each particle is connected to all other particles that are at most a distance of \(r\) away. We run LApf and Clusterpf on both tracks using all three graph construction methods. For the proximity graph, we set the connectivity radius as follows. Let \(d_{\text{max}}\) denote the maximum Euclidean distance between any two particles. The connectivity radius is set to \(r = \epsilon d_{\text{max}}\) with
We note that all three graph algorithms consider only the particles’ positions since the likelihood functions (bearing and range) do not depend on the particles’ velocities.

In this set of simulations, the aggregate coefficients are computed without gossiping so all sensors obtain the true aggregate coefficients; thus, for a given number of eigenvectors/clusters, any difference in performance is due solely to the method used to construct the particle graph. To generate the Laplacian matrix, we define the weighted adjacency matrix $A$. If particles $X_i$ and $X_j$ are connected, then $A(i,j) = A(j,i) = 1/\sqrt{(x_i-x_j)^2 + (y_i-y_j)^2}$. Otherwise, $A(i,j) = A(j,i) = 0$. We also experimented with using adjacency weights equal to the inverse distance squared, $A(i,j) = A(j,i) = 1/((x_i-x_j)^2 + (y_i-y_j)^2)$.

Consider next Clusterpf. We omit the curve for $K$-nary, as expected. The Delaunay graph consistently yields very competitive RMSE in both tracks at low communication overhead. Furthermore, the Delaunay triangulation graph does not require tuning any parameter (i.e., $k$ or $\epsilon$). We also studied the normalized particle weights discrepancy $\|w_{true} - w_{approx}\|_2$ and observed the same trends as for RMSE, so we omit the figures. We thus use the Delaunay triangulation graph with inverse distance weights for LApf and Clusterpf in the remaining simulations. Note that, although the Delaunay triangulation is well-defined for particles in any dimension, it is only efficient to compute in 2-D and 3-D. For higher-dimensional settings the KNN graph construction may be preferable.

D. Number of approximation terms

The parameter $m$ of LApf offers a trade-off between communication overhead and approximation error of log-likelihoods. We expect that using a larger $m$ should give a better approximation, but at the cost of higher communication overhead. The parameter $K$ of Clusterpf plays a similar role. We run LApf and Clusterpf on both test tracks using various combinations of $m/K$ and NGossip. For LCpf, the number of coefficients is $(R_p + 1)^2$ where $R_p$ is the maximal polynomial degree for the basis functions. We thus choose $m/k$ values so that LApf/Clusterpf have the same coefficients as LCpf at $R_p = 1, 2, ..., 5$ (i.e., $m/K = 4, 9, 16, 25, 36$). Fig. 4 shows the average RMSE with respect to total number of scalars transmitted per sensor per step time.

Consider LApf. For both tracks, increasing NGossip improves tracking performance for all values of $m$. For track 1, setting $m = 6$ yields low RMSE at low communication overhead and yields the lowest RMSE at higher overhead by a significant margin. For track 2, setting $m = 9$ seems to offer a good balance between communication overhead and RMSE.

Consider next Clusterpf. We omit the curve for $K = 4$ since the performance is considerably worse (RMSE $> 5$) than the other values. For track 1, the $K = 9$ curve gives a good trade-off between communication overhead and RMSE. For track 2, $K = 9$ gives low RMSE at low communication overhead and lowest RMSE at higher overhead.

Finally, consider LCpf. At low communication overhead (fewer than 50 scalars per sensor per iteration), $R_p = 1$ consistently yields the best performance by a significant margin for both tracks. We thus choose $R_p = 1$ for all LCpf simulations.

E. Comparison to other filters

Next we compare the tracking performance of the different distributed particle filters. Since the number of coefficients differs for each algorithm, we consider different values of NGossip and compare the RMSE in terms of the total number of scalars transmitted per sensor per time step.

CSSpf uses 6 basis functions by design [14]. For LCpf and LCpf-GS, the number of basis functions is 4 (given max polynomial degree $R_p = 1$). As mentioned above, LApf retains 6 eigenvectors for track 1 and 9 eigenvectors for track 2, and Clusterpf uses 9 clusters. Finally, since the state vector is four-dimensional, GAPf needs to transmit 14 scalars: 4 for the mean.
vector and 10 for the upper triangular part of the covariance matrix.

Fig. 5 shows the simulation results for both tracks. Consider track 1 first. LApf and Clusterpf outperform the other distributed filters by a significant margin for overhead $<300$. More interestingly, these two filters have adequate tracking performance even with just 1 gossip iteration per time step. In contrast, all other filters break down at low overhead and have very high RMSE ($>10$). The LCpf and GApf have the worst performance by far and do not come close to the performance of BSpf even with overhead exceeding 300. Finally, the LCpf-GS outperforms LCpf by a large margin for overhead $<200$. This confirms our previous conjecture that reducing the values of $\Psi$ and $\alpha$ can improve the performance of LCpf.

Consider the results for track 2. The LCpf and GApf break down at low communication overhead. For GApf, the RMSE drops sharply and is on-par with that of BSpf for overhead exceeding 300. Finally, the LCpf-GS outperforms LCpf by a large margin for overhead $<100$. This confirms our previous conjecture that reducing the values of $|\Psi|_\infty$ and $|\alpha|_\infty$ can improve the performance of LCpf.

Consider the results for track 2. The LCpf and GApf break down at low communication overhead. For GApf, the RMSE drops below 10 after overhead exceeds 200. For LCpf, the RMSE reaches a plateau after overhead exceeds 100. The LCpf-GS again consistently outperforms LCpf at low overhead ($<100$). The LApf and Clusterpf consistently outperform the other filters by a large margin. For both proposed filters, an overhead of 80 scalars per sensor is sufficient to match the performance of BSpf. Furthermore, even with just one gossiping iteration, the LApf and Clusterpf are able to yield fairly robust tracking performance.

F. Error analysis

Section V presented an error bound for the proposed filters and showed that said bounds depend on the basis functions used to encode the particle log-likelihoods. To validate the derived error bounds, we run a centralized bootstrap filter on both tracks and at each time step re-compute the particle weights using the distributed filters. We compute and report the following values for CSSpf, LCpf, LCpf-GS, LApf and Clusterpf:

1) $\max_{X_i} \frac{\gamma_m(X_i) - \gamma(X_i)}{|\gamma_m(X_i)|} :$ estimate of $\delta_m$
2) $\max_{X_i} \frac{\gamma_m(X_i) - \gamma(X_i)}{|\gamma_m(X_i)|} :$ estimate of $\delta_{\text{gossip}}$

Fig. 4. RMSE of LApf, Clusterpf and LCpf with respect to $m$ (LApf), $K$ (Clusterpf), $R_p$ (LCpf) and NGossip. The x-axis represents the total number of scalars transmitted per sensor per time step. All results are averaged over 200 random trials.

Fig. 5. RMSE of all filters, averaged over 200 Monte Carlo trials, for test tracks 1 and 2. The numbers in brackets indicate the number of scalars transmitted per sensor per gossip iteration. The x-axis represents the total number of scalars transmitted per sensor per time step.
Fig. 6. Distributed particle filter error bounds with respect to \( N \text{Gossip} \) and time for track 2. \( N = 1000, R_p = 1, m = 9, K = 9 \). The cyan dotted line denotes the \( y = 1 \) threshold value. (Best viewed in color.)

3) \( \max_{x_i} |\tilde{\alpha}_j - \alpha_j| \); estimate of \( \tau \)
4) \( \min_{x_i} [\gamma(\mu_i)](1 - \delta_m) \); upper limit of \( \delta_{\text{gossip}} \) for LApf, LCpf, LCpf-GS and CSSpf
5) \( \max_{x_i} [\gamma(\mu_i)](1 - \delta_m) \); estimate of \( \delta \)
6) \( (1 + \delta_m)\delta_{\text{gossip}} + \delta_m \); upper limit of \( \delta \)
7) \( ||\tilde{w}_{\text{true}} - w_{\text{approx}}||_2 \); discrepancy of normalized particle weights

We emphasize that the overall error bound \( (1 + \delta_m)\delta_{\text{gossip}} + \delta_m \) applies to Clusterpf. However, since Clusterpf does not use a linear transformation, the upper bound for \( \delta_{\text{gossip}} \) does not apply to Clusterpf and thus we do not plot the corresponding curves for Clusterpf. We run the same experiments for both tracks and observe similar trends and phenomenon in both cases, so we only show the results for track 2 in Fig. 6.

Consider first the encoding error \( \delta_m \). The LApf has the lowest encoding error followed by Clusterpf. The LCpf and LCpf-GS have the highest encoding error. Note that the encoding error values (and by extension the ranking of the filters) can be reduced by simply increasing the number of coefficients. Therefore we are more interested in ensuring that the error remains bounded, which is indeed the case for all four filters. Note that, in our set-up, the actual tracking is done using a centralized BSpf. Therefore, \( \gamma_m(X_i) \) and by extension \( \delta_m \) remain constant over different values of NGossip.

Consider next the gossiping error. For LApf, Clusterpf and LCpf-GS, the gossiping error drops below 1 for NGossip\( \geq 5 \); although the error for all three filters is fairly close to 1 even at NGossip=1. For LCpf, \( \delta_{\text{gossip}} \) falls below 1 only when NGossip \( \geq 25 \). We also plot the derived upper bounds. While these bounds are quite loose, their overall trends are consistent with the actual values.

Fig. 6(c) shows the average value of \( \tau = \max_{x_i} |\tilde{\alpha}_j - \alpha_j| / |\alpha_j| \). The \( \tau \) values decrease with more gossip iterations as expected. For all filters, the \( \tau \) values are very close. This is expected since \( \tau \) is independent of the choice of the filters.

Figs. 6(d)-(f) show the average values of \( ||\Psi||_\infty, ||\alpha||_\infty \) and \( ||\Psi||_\infty, ||\alpha||_\infty \) over time for LApf, LCpf-GS, and LApf. Consider \( ||\Psi||_\infty \) first. The LCpf has the largest curve by several orders of magnitude. For LApf and LCpf-GS, the value is very small as expected given the orthonormal transformation matrix. For \( ||\alpha||_\infty \), the LCpf has the lowest curve and the value fluctuates over time. In contrast, the LCpf-GS and LApf curves have nearly constant values. Finally, when we consider the product term \( ||\Psi||_\infty, ||\alpha||_\infty \), the LCpf has the highest curve. Conversely, the LCpf-GS has the lowest curve followed closely...
by LApf. These results, combined with Eq. (22), suggest that, for a given NGossip (and by extension $\tau$), LCpf would have the highest gossiping error bound followed by LCpf-GS and LApf. While a higher error bound does not necessarily equate to higher gossiping error (as the bound can be quite loose), the comparison of these bounds can still provide insights into the potential performance of the filters. We note that these analyses do not apply to Clusterpf since it does not have a linear transformation from coefficients to log-likelihoods, but empirically the Clusterpf does indeed have low gossiping error on-par with that of LApf.

Fig. 6(g) shows the overall error $\delta$ with respect to scalars transmitted per sensor per time step. For LApf and Clusterpf, $\delta < 1$ for all values of overhead. For LCpf-GS, $\delta$ drops below 1 for overhead $> 20$. For LCpf, the error drops below 1 for overhead exceeding 100. For all filters, the upper bound $(1 + \delta_m)\delta_{\text{gossip}} + \delta_{\text{tr}}$ is fairly close to the true value.

Finally, Fig. 6(h) shows the average discrepancy in normalized particle weights. The LCpf curves is significantly higher than the other curves until overhead $> 100$. The Clusterpf has the lowest weight discrepancy followed by LApf. We also note that there is a clear correlation between the weight discrepancy and the error $\delta$ (and consequently the overall tracking performance).

IX. CONCLUSION

In this paper we present two distributed particle filters that achieve robust tracking performance with low communication overhead. Both filters construct a graph of the particles and exploit the graph Laplacian matrix to encode the particle log-likelihoods using a small number of coefficients. We validate their performance via simulations and derive a theoretical error bound that provides key insights into their robust performance. Based on these insights, we also present a modified likelihood consensus particle filter in which we construct a set of orthonormal basis functions. The modified filter is shown to outperform the original likelihood consensus filter by a large margin. For future work, we may consider filter implementations in which parameters like $m$ or $K$ are automatically adapted by the network without any fine-tuning from the users.
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