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Abstract—In this paper, we propose an off-line scheduling  We consider networks in which all of the edge switches
algorithm for an optical TDM/WDM star network composed of  can transmit and receive at the same selidfwavelengths
a non-blocking optical central switch and a set of edge switches, and use a frame of length time slots at each wavelength.
each capable of simultaneously transmitting (and receiving) .. o . .
at several different wavelengths. We implement a scheduling Since individual transmltters'can operate simultaneousty
algorithm, which assigns a cost to each time slot destined to Can treat each wavelength independently. The network has
a particular destination and attempts to allocate each request point-to-point connections so the destinations access siots
a set of time slots with the lowest cost. This strategy provides separately (there is no broadcasting in the network), so we

low rejection probability for future requests. In order to reduce can consider alestination frame of length L x W for each
the signaling bandwidth and the computation complexity we destination

require the scheduler to preserve the allocation of the existing
connections by modifying the schedule for only the changes in  We commence the development of the algorithm by assign-

the traffic request. For deallocating the terminating connections ing acost for the allocation of &, j) source-destination pair

we propose two different techniques, with different performane . . .
and complexity. Then we enhance the performance of the simpler toa Wf'alvelength-tlme S,IOt pa(lt,.w). It is important to note.
technique with a modification to the scheduling algorithm, which that this cost is determined entirely by the extant schaduli

should be performed only for scheduling the first frame. The cost function is:

l. INTRODUCTION Cij(t,w) = Nys(t, w) + AKij(t, w), (6
When the enormous switching capacity of optical switché¥hereNy(t,w) is the number of free sources at this time slot,
is considered, (overlaid) star topologies become an diteac !-€-; the number of sources not transmitting to any other des

alternative to meshes. The resource allocation is focused dinations on wavelength, X is a small positive constant, and
single point in the network (the central, optical switchydanf;(t,w) = {0,1,2} is the number of additional switching
hence is a much simpler exercise [1]. In such a topolo erations that the core switch must perform to accommodate
assuming some buffering at the edge switches, dynamic ti allocation. The motivation behind this cost function is
slot reservation can avoid contention issues, as arise f¥nPle. The first term represents the current flexibility futt
instance with burst-switching techniques [2], and stiklgh time slot (the number of free sources for future allocation)
efficient utilization of the central switch in high-load seeios. and reflects the desirability of retaining flexibility by aiat-
In this paper, we propose an off-line scheduling algorithiRd demands to the most constrained slots where possible.
for an optical TDM/WDM star network composed of a nonJhe second term reflects the .desirapility of _mini.mizing. the
blocking central switch (e.g., a Batcher-Banyan opticatay POWer consumption of the optical switch, which is partially
and a set of edge switches, each capable of simultaneod%‘l’&erm'ned by the number of switching operations that ittmus
transmitting (and receiving) at several different wavetlis. Perform each frame.
The algorithm develops upon the minimum cost search (MCS)The minimum cost search algorithm we propose does not
scheduling algorithm for a star-coupled network with tueabachieve optimal utilization, because it does not consiter t
transceivers proposed in [3]. global allocation problem, instead allocating requestgiea-
tially on a single time slot basis. The algorithm operates
Il. AMINIMUM COST SEARCH SCHEDULING ALGORITHM  py repeatedly visiting théi, j) entries in the traffic demand

In this section, we develop a scheduling algorithm th&patrix D in a round-robin fashion; at each VISIt,. if the
receives a traffic demand matr®, where each entryi, j) requgsted number of slots has not yet been assgned, the
represents the requested number of time slots in the n@@orithm attempts to allocate a single wavelength-tinw sl
frame for traffic from source nodeto destination nodg. The Pair to the(i, j) request. The round-robin allocation results in
algorithm then assigns the wavelength-time slot pérss) a0 approximately fair assignment of slots to each pair.
comprising the frame to the source-destination pairs. Time a The scheduling of a singli,j) time slot request is
is to minimize the number of rejected time slot requests performed by first identifying the(i, w)-eligible time slots
each frame. In order to reduce signalling overhead and ito the j-th destination frame. Théi, w)-eligible time slots
reduce scheduling complexity, we require the algorithm tare defined as the free time slots in thieh destination
satisfy thetransparency property [3], which requires that theframe during which source is not transmitting to any other
scheduling is only modified for the new requests (the tinmestination on wavelengthu. The costC;;(t,w) of each
slot allocation of persistent connections does not chargya f of these eligible time slots is evaluated, and the demand is
frame to frame). assigned to the slot incurring minimum cost. In the case
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of ties, the demand is assigned to the earliest slot and tl 03r : —— ‘
lowest wavelength (assuming wavelengths are ordered i@SOr o/ e e location)]|
fashion). ;
Deallocation is implemented by a reverse procedure, i
which we look for and release the most costly currently:
allocated time slot. This “cost-based” deallocation pchoe
can be replaced by a “tail” deallocation technique, in whict . ‘ ‘
the last time slot is released (order is determined by mositi 0 500 1000 1500
in the destination frame). The tail deallocation removes th ) tiization for 1500 conseculive demand matrices
need to re-evaluate costs, which can prove computational
expensive, and results in a greater consistency in the tslats
are allocated to a pair. It does however, lead to a higher ra
of request rejection. A modification to the initial schedgli
can substantially improve performance of tail deallogatieor
the first frame, each time slot is considered independent 08, oo 1050 1500
and the non-blocking allocations for that slot are iderdifie Frame number
(these are the allocations where every source is matched
with a destination for that slot). These allocations arenth&ig. 1. Com_parison _of achieved utilization and re_jectioncpatage of the
extracted from the demand matrix. This procedure is mu%/b(éﬁ scheduling algorithm when cost-based and tail dedilmtachemes are
more computationally demanding than the MCS scheduling
and is unsuitable for transparent operation, but it can be
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performed for the first frame. For all subsequent frames, ta 03 ‘

. R MCS aIIocation‘& tail deallocation
deallocation and transparent MCS allocation are performed 025" -+ MCS allocation & cost-based deallocationL
0.2 4
Ill. SIMULATION RESULTS g
8015

A. Performance Comparison for Cost-based and Tail Deallo- g .l |
cation techniques o0l |

We compare the performance of the scheduling algorithr o ‘ ‘

. . . 0 500 1000 1500

for the two different deallocation schemes in terms of the

™ . . . Utilization for 1500 tive d d matri
utilization and the rejection percentage for a star networ 1 eon o o Coneec e Toma e e

of 5 edge nodes. We explore the case where the dema
matrix in each frame is determined &¥(i, j) ~ [N(4,1)],
for ¢« # j, where (i, o) is the Gaussian distribution, and
D(i,i) = 0. We consider a destination frame length of 14
time slots and\ = 0. Figure 1 shows the average utilization
and the percentage of the rejection (over 25 trials) acHieve %8, 500 1000 1500
by the scheduling algorithm for the two deallocation scheme Frame number
for 1500 consecutive frames. It is clear that the cost-bas'gd , , ¢ achioved utilizati d reiect . i
. . . 1g. 2. omparison or achievea utillization and rejectioncgatage o e
deallocation scheme outperforms the tail deallocatioresth MCS scheduling algorithm when cost-based and tail dedilmtaschemes
although the latter approaches the former after many frame used with modification to the first frame allocation, in tfigure the
Figure 2 shows the improvement achieved for tail deallocati utilization and rejection percentage are virtually insigtiishable for the two

when the modified scheduling is performed in the first fram@caliocation schemes.
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B. The effect of A on the performance of the scheduling

algorithms the performance of our algorithms in both underloaded and
In order to reduce the amount of consumed power at tbgerloaded regimes. As figure 3 showss 1 provides a lower

optical switch we involve the number of switching operasionpower consumption by reducing the number of switching

at the boundary of each time slot in the cost function deedriboperations compared to the case that we consider O.

in formula 1. Changing\ provides different degrees of control[However we have a very little degradation in the utilizatéom

on the power consumption. In other words, the greaterithethe rejection percentage of the two algorithms with 1. It is

the smaller the number of switching operations per frame, tvorth of noting that our tail deallocation scheme shows almuc

lower the power consumption. We compare the performanbetter behavior in terms of the power consumption compared

of our scheduling algorithms for two different values)ofA = to our cost-based deallocation scheme. A simple explamatio

0 and) = 1). In this experiment we consider the traffic matrixs that cost-based deallocation violates the arrangemént o

described in the previous sectio® (i, j) ~ [N (u,1)], for the allocations in each frame by deallocating the leastiycost

1 # j, andD(i,i) = 0) and we varyu from 1 to 8 to evaluate time slots which can be placed anywhere within a frame.
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Fig. 3. Comparison of achieved utilization, rejection petage, and number of switching operations of the MCS scheglwigorithm when cost-based
and tail deallocation schemes are used with different vatie}, in both underloadedi{ < 3) and overloaded/( > 3) regimes the number of switching
operations are decreased wixt= 1, while the performance degradation is negligible.

While tail deallocation has a lower impact on the allocationssing prediction-based methods. In these methods, prior to
arrangements, hence providing a more continuous disiitbut the arrival of the new requests, the traffic is predicted and a
of the allocated time slots to each request. schedule is created based on the predictions [4]. This rdetho
can be used in conjunction with the minimum cost search

IV. CONCLUSION - . . . .
i ) _algorithm to provide us with an algorithm with a very low
We have presented a scheduling algorithm for_ an Opth%mputation time.
TDM/WDM star network composed of a non-blocking central
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